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The investment problem

•We consider an asset with price process X that is modelled by the one-dimensional
Itô diffusion

dXt = b(Xt) dt + σ(Xt) dWt, X0 = x > 0, (1)

where W is a standard one-dimensional Brownian motion.

• For example, X can be a geometric Brownian motion, which is given by

dXt = bXt dt + σXt dWt, (2)

for some constants b and σ 6= 0.

Alternatively, X can be a mean-reverting constant elasticity of variance (CEV)
processes, which is given by

dXt = κ(ϑ−Xt) dt + σX`
t dWt. (3)

for some constants κ, ϑ, σ > 0 and ` ∈ [1
2, 1[ such that 2κϑ > σ2 if ` = 1

2. Such CEV
processes have been proposed in the empirical finance literature as better models
for a range of asset prices, particularly, in the commodity markets.
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• An investor follows a strategy that consists of sequentially buying and selling one
share of the asset. We use a controlled finite variation càglàd process Y that takes
values in {0, 1} to model the investor’s position in the market.

In particular,

Yt = 1 if the investor holds the asset at time t,

Yt = 0 if the investor does not hold the asset at time t,

while, the jumps of Y occur at the sequence of times (τn, n ≥ 1) at which the
investor buys or sells.

•We assume that selling (resp., buying) the asset involves a fixed transaction cost
cs > 0 (resp., cb > 0). Therefore,

- if the investor sells one share of the asset at time τj, then she/he receives a payoff
equal to Xτj − cs, and

- if the investor buys one share of the asset at time τj, then she/he faces a cost that
is equal to −(Xτj + cb).
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• Given an initial condition (Y0, X0) = (y, x) ∈ {0, 1}× ]0,∞[, the investor’s objec-
tive is to select an investment strategy Y that maximises the expected present value
of all transactions, namely, the performance criterion

Jy,x(Y ) = lim
n→∞

n∑
j=1

Ex
[
e
−Λτj

[(
Xτj − cs

)
1{∆Yτj=−1}

−
(
Xτj + cb

)
1{∆Yτj=1}

]
1{τj<∞}

]
. (4)

where

Λt =

∫ t

0

r(Xs) ds, (5)

for some function r > 0.

• The problem’s value function v is defined by

v(y, x) = sup
Y ∈Ay,x

Jy,x(Y ), for y ∈ {0, 1} and x > 0, (6)

where Ay,x is the set of admissible investment strategies
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The case of a geometric Brownian motion

• Suppose that

dXt = bXt dt + σXt dWt (7)

and that r(x) = r0 > 0, for some constants b, σ 6= 0 and r0 > 0.

– If r0 < b, then the strategy “buy at time 0 if not long in the market and sell at
time T” has payoff such that{

−(x + cb)
}

+ E
[
e−r0T

(
XT − cs

)]
=
{
−(x + cb)

}
+ xe(b−r0)TE

[
e−

1
2σ

2T+σWT

]
− e−r0Tcs

=
{
−(x + cb)

}
+ xe(b−r0)T − e−r0Tcs, (8)

which converges to ∞ as T →∞.
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– If r0 > b, then

∗ if the investor does not hold the asset at time 0, then it is optimal to never
enter the market;

∗ if the investor holds the asset at time 0, then it is optimal to sell it as soon as
its price exceeds the level rcs(m− 1)/[(r − b)m].

• The geometric Brownian motion is the most common model in mathematical fi-
nance: this might explain why buy-low and sell-high investment models have not
attracted much interest in the literature.

• If we consider more general diffusion models, then the picture is rather different! Of
special interest are the mean-reverting (CEV) processes, which are given by

dXt = κ(ϑ−Xt) dt + σX`
t dWt, (9)

for some constants κ, ϑ, σ > 0 and ` ∈ [1
2, 1[ such that 2κϑ > σ2 if ` = 1

2.
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Heuristic derivation of the Hamilton-Jacobi-Bellman (HJB)
equation

• Suppose that, at time 0, the investor is long in the market. The investor is then
faced with the choice of one of the following two possible actions:

- Sell the asset and continue optimally, which implies that

v(1, x) ≥ x− cs + v(0, x). (10)

- Wait for ∆t and then continue optimally, which implies that

v(1, x) ≥ Ex
[
e−Λ∆tv(1, X∆t)

]
.

Using Itô’s formula, we calculate

0 ≥ Ex
[∫ ∆t

0

e−Λs

(
1

2
σ2vxx(1, ·) + bvx(1, ·)− rv(1, ·)

)
(Xs) ds

]
.

Dividing by ∆t and passing to the limit ∆t ↓ 0, we obtain

1

2
σ2(x)vxx(1, x) + b(x)vx(1, x)− r(x)v(1, x) ≤ 0. (11)
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In view of the Markovian nature of the problem, one of the above actions should be
optimal at any point x ∈ I. Therefore,[

v(0, x) + x− cs − v(1, x)
] [1

2
σ2(x)vxx(1, x) + b(x)vx(1, x)− r(x)v(1, x)

]
= 0.

(12)

In view of (10)–(12), we expect that the value function v should satisfy

max

{
1

2
σ2(x)vxx(1, x) + b(x)vx(1, x)− r(x)v(1, x),

v(0, x) + (x− cs)− v(1, x)

}
= 0. (13)

8



• If the investor does not hold the asset at time 0, then we can use similar arguments
to conclude that the value function v should satisfy

max

{
1

2
σ2(x)vxx(0, x) + b(x)vx(0, x)− r(x)v(0, x),

v(1, x)− (x + cb)− v(0, x)

}
= 0. (14)

• The preceding considerations suggest that the problem’s value function v should
identify with a solution w of the HJB equation

max

{
1

2
σ2(x)wxx(y, x) + b(x)wx(y, x)− r(x)w(y, x),

w(1− y, x)− w(y, x) + yHs(x)− (1− y)Hb(x)

}
= 0, y = 0, 1, (15)

where Hb and Hs are given by

Hb(x) = x + cb and Hs(x) = x− cs, for x > 0. (16)
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Assumptions

• The functions b, σ : ]0,∞[→ R are Borel-measurable,

σ2(x) > 0, for all x > 0, (17)

and ∫ β

α

1 + |b(s)|
σ2(s)

ds <∞ for all 0 < α < β <∞. (18)

• The associated solution of (1) is non-explosive.

• The function r : ]0,∞[→ ]0,∞[ is Borel-measurable and uniformly bounded away
from 0, i.e., there exists a constant r0 > 0 such that r(x) ≥ r0 for all x > 0. Also,∫ β̄

ᾱ

r(s)

σ2(s)
ds <∞ for all 0 < ᾱ < β̄ <∞. (19)
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• In the presence of these assumptions, the general solution of the homogeneous ODE

Lg(x) :=
1

2
σ2(x)g′′(x) + b(x)g′(x)− r(x)g(x) = 0 (20)

exists in the classical sense and is given by

g(x) = Aϕ(x) + Bψ(x), (21)

for some constants A,B ∈ R and some C1 functions ϕ, ψ : ]0,∞[→ ]0,∞[ with
absolutely continuous first derivatives.
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• The functions ϕ, ψ : ]0,∞[→ ]0,∞[ can be chosen so that

ψ(x) = ψ(y)Ex
[
e−ΛTy

]
for all x < y, (22)

ϕ(x) = ϕ(y)Ex
[
e−ΛTy

]
for all y < x, (23)

0 < ϕ(x) and ϕ′(x) < 0 for all x > 0, (24)

0 < ψ(x) and ψ′(x) > 0 for all x > 0, (25)

and

lim
x↓0

ϕ(x) = lim
x→∞

ψ(x) =∞, (26)

where Ty is the first hitting time of {y}, which is defined by Ty = inf {t ≥ 0 | Xt = y}.
Also, the processes

(
e−Λtϕ(Xt)

)
and

(
e−Λtψ(Xt)

)
are local martingales.
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• Example (geometric Brownian motion).

Suppose that

dXt = bXt dt + σXt dWt, (27)

for some constants b and σ 6= 0, and that r(x) = r0 for some constant r0 > 0. Then

ϕ(x) = xm and ψ(x) = xn, (28)

where m < 0 < n are the solutions of
1

2
σ2k2 +

(
b− 1

2
σ2

)
k − r0 = 0. (29)

• Example (square-root mean-reverting process).

Suppose that

dXt = ζ(ϑ−Xt) dt + σ
√
Xt dWt (30)

for some constants ζ, ϑ, σ > 0 such that ζϑ− 1
2σ

2 > 0, and that r(x) = r0 for some
constant r0 > 0. Then

ϕ(x) = U

(
r0

ζ
,
2ζϑ

σ2
;
2ζ

σ2
x

)
and ψ(x) = 1F1

(
r0

ζ
,
2ζϑ

σ2
;
2ζ

σ2
x

)
. (31)
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• The inaccessible boundary point 0 is called

natural if lim
x↓0

ψ(x) = 0

and entrance if lim
x↓0

ψ(x) > 0.

If X is the geometric Brownian motion

dXt = bXt dt + σXt dWt, (32)

then 0 is a natural boundary point, while, if X is the mean-reverting (CEV) process

dXt = κ(ϑ−Xt) dt + σX`
t dWt, (33)

then 0 is an entrace boundary point.
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• The problem data is such that

lim
x→∞

H(x)

ψ(x)
= 0 and Ex

[∫ ∞
0

e−Λt
∣∣LH(Xt)

∣∣ dt] <∞. (34)

where H is the identity function, i.e., H(x) = x for all x > 0. Also, cb, cs > 0, and
there exist constants 0 ≤ xb < xs such that

LHb(x)

{
> 0, if xb > 0 and x < xb,

< 0, if x > xb,
and LHs(x)

{
> 0, if x < xs,

< 0, if x > xs.
(35)

• If 0 is a natural boundary point, then the above assumptions can all hold only if
xb = 0.
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The solution of the problem

• A first possibility arises when it is optimal for the investor to sell as soon as the asset
price exceeds a given level α > 0, if y = 1, and never enter the market otherwise.
In view of the heuristics explaining the structure of the HJB equation, we look for
a solution w such that

1

2
σ2(x)wxx(1, x) + b(x)wx(1, x)− r(x)w(1, x) = 0, for x < α, (36)

w(1, x) = Hs(x) ≡ x− cs, for x ≥ α, (37)

and

w(0, x) = 0, for x > 0. (38)

We recall that the solution of (36) is given by

w(1, x) = Aϕ(x) + Bψ(x), (39)

for some constants A,B ∈ R, that ϕ (resp., ψ) is decreasing (resp., increasing),
and

lim
x↓0

ϕ(x) = lim
x→∞

ψ(x) =∞. (40)
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We therefore look for a solution of the HJB equation (15) of the form given by

w(0, x) = 0 and w(1, x) =

{
Aψ(x), if x < α,

Hs(x), if x ≥ α,
(41)

for some constant A.

To determine the parameter A and the free-boundary point α, we appeal to the
so-called “principle of smooth fit” of sequential switching and we require that w(1, ·)
is C1 along α, which yields the system of equations

Aψ(α) = Hs(α) and Aψ′(α) = H ′s(α). (42)
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This system is equivalent to

A =
Hs(α)

ψ(α)
=
H ′s(α)

ψ′(α)
(43)

and

q(α) = 0, (44)

where

q(x) =

∫ x

0

Ψ(s)LHs(s) ds. (45)

There exists a unique α > 0 satisfying equation (44). Furthermore, the function w
defined by (41) for this value of α, where A > 0 is given by (43), satisfies the HJB
equation (15) if and only if the problem data is such that either xb = 0 or

xb > 0 and lim
x↓0

Hb(x)

ψ(x)
≡ lim

x↓0

x + cb

ψ(x)
≥ α− cs

ψ(α)
≡ Hs(α)

ψ(α)
. (46)
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• The second possibility arises when it is optimal for the investor to sequentially enter
and exit the market. In this case, we postulate that the value function of our control
problem should identify with a solution w of the HJB equation (15) that has the
form given by the expressions

w(1, x) =

{
Aψ(x), if x < γ,

Bϕ(x) + Hs(x), if x ≥ γ,
(47)

w(0, x) =

{
Aψ(x)−Hb(x), if x ≤ β,

Bϕ(x), if x > β,
(48)

for some constants A, B and free-boundary points β, γ such that 0 < β < γ.

To determine these variables, we conjecture that the functions w(1, ·) and w(0, ·)
should be C1 at the free-boundary points γ and β, respectively, which yields the
system of equations

Aψ(γ) = Bϕ(γ) + Hs(γ), Bϕ(β) = Aψ(β)−Hb(β), (49)

Aψ′(γ) = Bϕ′(γ) + H ′s(γ) and Bϕ′(β) = Aψ′(β)−H ′b(β). (50)
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These equations are equivalent to the expressions

A = −
∫ ∞
β

Φ(s)LHb(s) ds = −
∫ ∞
γ

Φ(s)LHs(s) ds, (51)

B =

∫ β

0

Ψ(s)LHb(s) ds =

∫ γ

0

Ψ(s)LHs(s) ds, (52)

and the requirement that the free-boundary points 0 < β < γ should satisfy the
system of equations

qϕ(β, γ) = 0 and qψ(β, γ) = 0, (53)

where

qϕ(x, z) =

∫ ∞
x

Φ(s)LHb(s) ds−
∫ ∞
z

Φ(s)LHs(s) ds (54)

and

qψ(x, z) =

∫ x

0

Ψ(s)LHb(s) ds−
∫ z

0

Ψ(s)LHs(s) ds. (55)
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The system of equations (53) has a unique solution 0 < β < γ if and only if the
problem data is such that

xb > 0 and lim
x↓0

Hb(x)

ψ(x)
≡ lim

x↓0

x + cb

ψ(x)
<
α− cs

ψ(α)
≡ Hs(α)

ψ(α)
, (56)

where α > 0 is the unique solution of (44).

In this case, the function w defined by (47)–(48), for A > 0 and B > 0 given by
(51) and (52), satisfies the HJB equation (15).
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